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Summary

Different neural networks can learn to represent
highly similar mappings using different connec-
tion weights. We found hyperalignment can iden-
tify their shared representational geometry.
Moreover, the shared representational geometry
converges to the within-subject representational
geometry. This suggests that different neural
networks learn highly similar internal represen-
tations.

Method

Shared response model (SRM)[1]

• idea: align representational geometries across
subjects to a shared feature space by (roughly)
rigid-body transformations (Fig. 2).

•detail: given neural data Xi, find S, the shared
time course, and Wi, the subject-specific
transformation matrices with the following
objective:

min
∑
i
||Xi −WiS||2F s.t. Wi

TWi = Ik

Representational similarity Analysis[4]

• within-subject: the correlation between the
evoked neural responses for two stimuli.

• inter-subject: the correlation between the
averaged neural response to a stimulus from N-1
subjects vs. the response to a stimulus from a
held-out subject.
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Representational similarity

Figure 1: After training, the inter-subject RSM in the shared
space is similar to the within-subject RSM.

Figure 2: SRM can align representational geometries.

Simulation:
Discover shared representation

•We trained a neural net, then transformed its
representation by some random orthogonal matrices.

•We used SRM to reconstruct the original representation.

Figure 3: SRM can discover shared representational geometry,
and it is invariant under orthogonal perturbations.

Developmental data

Figure 4: We trained 8 residual networks[3] on CIFAR10. Each
residual network has 18 layers.

Figure 5: Over the time course of training, early layers got
slightly less aligned; deeper layers got more aligned.

Figure 6: Training made the inter-subject RSM more similar
to the final within-subject RSM. This shows different neural
networks converge to the same representational geometry.

Computational modeling of ISC

• Inter-subject correlation (ISC): People’s brain
dynamics can be synchronized by a common
stimulus[2]. This is measured by correlating voxel
time courses across subjects (Fig. 7).

•We can compute ISC in the shared space across
neural nets, which enabled us to model the
emergence of ISC.

Figure 7: A schematic diagram of the ISC pipeline.

Figure 8: An ISC map while people were viewing a movie [2].
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